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MEMORY CONTROL DEVICE, STORAGE
DEVICE, AND MEMORY CONTROL
METHOD

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is based upon and claims the benefit of
priority from Japanese Patent Application No. 2010-236549,
filed Oct. 21, 2010, the entire contents of which are incorpo-
rated herein by reference.

FIELD

Embodiments described herein relate generally to a
memory control device, a storage device, and a memory con-
trol method.

BACKGROUND

Various types of data storage devices have been developed
conventionally. As for such a data storage device, for
example, a solid state drive (SSD) using a NAND-type flash
memory that is one type of a rewritable nonvolatile memory
as a storage medium has been developed.

Such SSD performs writing and reading operations of data
in logical access units referred to as “Page” or “cluster”. To
perform high-speed processing in such SSD, it is important to
determine which operational timing a read/write is per-
formed.

In recent years, a read/write tends to be performed on such
SSD in multiple channels. In the conventional technology, the
read/write timing suitable for the multiple channels is not
taken into account.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

A general architecture that implements the various features
of the invention will now be described with reference to the
drawings. The drawings and the associated descriptions are
provided to illustrate embodiments of the invention and not to
limit the scope of the invention.

FIG. 1 is an exemplary block diagram of a configuration of
a data storage device according to a first embodiment;

FIG. 2 is an exemplary diagram of a timing controller and
aninternal configuration of channel queue processing circuits
in the first embodiment;

FIG. 3 is an exemplary diagram illustrating the order of
priority of commands issued in an issuing order determina-
tion circuit in the first embodiment;

FIG. 4 is an exemplary diagram of a parallel configuration
of NAND flash controllers in a plurality of channels in a data
storage device in the first embodiment;

FIG. 5 is an exemplary diagram for explaining switching of
the priorities of queues in each of the channels when both of
a read command and write commands are ready to be issued,
in the first embodiment;

FIG. 6 is an exemplary flowchart of processes of reading
and writing in the NAND flash controller in the first embodi-
ment;

FIG. 7 is an exemplary diagram illustrating issuing timings
of commands in accordance with switching of priority order
in each of the channels according to the first embodiment;

FIG. 8 is an exemplary view of a timing controller and an
internal configuration of channel queue processing circuits
according to a second embodiment;
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FIG. 9 is an exemplary view for explaining switching of
priorities of queues in each of the channels in the second
embodiment;

FIG. 10 is an exemplary flowchart illustrating processes of
writing and reading in a NAND flash controller in the second
embodiment; and

FIG. 11 is an exemplary diagram illustrating issuing tim-
ings of commands in accordance with switching of priority
order in each of the channels in the second embodiment.

DETAILED DESCRIPTION

In general, according to one embodiment, a memory con-
trol device comprises: a plurality of queues in a plurality of
channels, respectively; a first controller; a generator; and a
second controller. Command processing is performed on a
storage medium in the channels. The queues holds therein
write commands for data pieces with respect to the storage
medium. The first controller is configured to cause: (i) when
a read command for a data piece with respect to the storage
medium is received, and until the write commands are held in
the queues in the channels, the channels are synchronized
with each other, and until processes of the write commands
become ready to be performed, a read process for the data
piece based on the read command prior to the write com-
mands; and, (ii) when the processes of the write commands
become ready to be performed in the channels, synchroniza-
tion of the channels with each other, and subsequently, write
processes for the data pieces based on the write commands.
The generator is configured to generate error correction codes
for detecting and correcting errors of the data pieces written in
the channels based on the data pieces to be written in the
channels when the channels are synchronized with each other
and the processes based on the write commands are per-
formed. The second controller is configured to write the error
correction codes on the storage medium.

FIG. 1 is an exemplary block diagram of a configuration of
a data storage device 1 according to a first embodiment. The
data storage device 1 is a solid state drive (SSD) that uses a
NAND-type flash memory 20 (hereinafter, referred to as a
“flash memory”) as a storage medium. As illustrated in FIG.
1, the data storage device 1 comprises a memory controller
chip (hereinafter, referred to as a “controller””) 100, a plurality
of flash memories 20, and a boot read-only memory (ROM)
150. The data storage device 1 performs a reading and a
writing of data, and the like in accordance with a command
received from a host device 160.

The host device 160, for example, connects a personal
computer and the SSD with each other. The host device 160 is,
for example, an interface controller of the serial attached
small computer system interface (SAS) standard or the serial
advanced technology attachment (SATA) standard. The host
device 160 performs an access by a logical block address
(LBA).

The boot ROM 150 is composed of a flash memory, and
stores therein a boot program that enables external access (for
example, from the host device 160) to the SSD.

The NAND-type flash memory 20 is a readable and writ-
able storage medium, and can be attached externally in chan-
nel (package) units. In the embodiment, in view of power
consumption or the like, the number of the NAND-type flash
memory 20 can be changed arbitrarily based on an instruction
from firmware comprised in a CPU 101.

The controller 100 comprises a NAND flash memory con-
troller 104 that performs control of an address and data on the
flash memory 20, a memory interface 110, a host interface



US 9,304,952 B2

3
(I/F) 106, a data flow control circuit 105, a microprocessor
(CPU) 101, a dynamic random access memory (DRAM) 102,
and an internal bus 103.

The CPU 101 is a processor that controls the entire data
storage device 1. The CPU 101 includes the firmware, and
outputs a command for performing control of a writing opera-
tion and a reading operation of data to the NAND flash
memory controller 104 based on a command issued from the
host device 160.

The DRAM 102 is used as a work area for the CPU 101,
and stores therein data to be written to and read from the
NAND-type flash memory 20, table information, and the like
based on access control performed by the CPU 101.

The memory interface 110 includes an input/output (1/O)
buffer, and controls input and output of an address and data to
and from the flash memory 20.

The host I/F 106 transfers data and a command to and from
the host device 160.

The data flow control circuit 105 performs buffer control of
data transtferred by the host I/F 106.

The NAND flash memory controller 104 performs buffer
control of data transferred by the host I/F 106.

The NAND flash memory controller 104 comprises a com-
mand table management module 107, a timing controller 108,
and NAND flash controllers 109_0 to 109_z, and performs a
reading/writing on the flash memory 20 in a plurality of
channels.

The command table management module 107 comprises a
response queue 111, a command queue receiving circuit 112,
a command processing circuit 113, and a table management
circuit 114.

The response queue 111 supplies command completion
information and status information to the CPU 101.

The command queue receiving circuit 112 comprises a
command queue (not illustrated), and receives a command
from the CPU 101 to store the command in the command
queue. The command queue is a waiting queue buffer, and
stores therein write and read commands issued from the CPU
101. The command format used herein is a bit format that is
easily processed by hardware. The issue of the queue to the
command queue receiving circuit 112 is performed by the
firmware in the CPU 101.

The command processing circuit 113 decodes and controls
the commands such as the write command stored in the queue
included in the command queue receiving circuit 112. The
command supplied from the command processing circuit 113
is in cluster (4K-byte) units.

The command processing circuit 113 receives the transfer
length of data from the command queue receiving circuit 112,
and the physical block number and the chip number of target
data from the table management circuit 114. The command
processing circuit 113 then performs queuing of the write
commands and the read commands on channel queue pro-
cessing circuits 121_0 to 121_r included in the NAND flash
controllers 109_0 to 109_ in the respective channels.

The table management circuit 114 updates the table infor-
mation (e.g., a conversion table for an LBA and a physical
address) stored in the DRAM 102.

The table management circuit 114 uses the LBA (logical
block address) as an index, and refers to various tables from
the DRAM 102 to calculate the physical block number and
the chip number of target data.

The NAND flash controllers 109_0 to 109_» are config-
ured to perform control of an address and data on the plurality
of NAND-type flash memory 20, and provided as many as the
number of channels for accessing the NAND flash.
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The NAND flash controller 109_0 comprises the channel
queue processing circuit 121_0, a data processing circuit
122_0, and a NAND flash command sequencer 123_0. The
NAND flash controllers 109_1 to 109_ have the same con-
figuration as that of the NAND flash controller 109_0.

The channel queue processing circuit 121_0 comprises
various queues for performing command control in each of
the channels, and receives the commands from the command
processing circuit 113 to store the commands in the queues.

The data processing circuit 122_0 is a data transfer inter-
face for the data flow control circuit 105 and the NAND-type
flash memory 20. Furthermore, the data processing circuit
122_0 performs error detection processing and error correc-
tion processing (e.g., error correcting code (ECC) process-
ing) on the data.

The NAND flash command sequencer 123_0 selects the
NAND-type flash memory 20 from the plurality thereof, and
issues an access command to the NAND-type flash memory
20.

The read operation and the write operation on the flash
memory 20 performed by the data storage device 1 according
to the embodiment will now be described.

In the read operation according to the embodiment, the
command processing circuit 113 retrieves a read command
queued in the command queue receiving circuit 112. The
command processing circuit 113 then, for example, issues the
command to the NAND flash command sequencer 123_0 to
activate the NAND flash command sequencer 123_0 as an
arbitrary channel. Subsequently, the NAND flash command
sequencer 123_0 reads data from the NAND-type flash
memory 20 via the memory interface 110. In the NAND-type
flash memory 20, whether the data stored therein is valid is
managed by a flag, and the read operation is performed on
valid data in accordance with the flag. When accessing the
NAND-type flash memory 20, the NAND flash command
sequencer 123_0 requests the data processing circuit 122_0to
transfer the data to the DRAM 102. When the reading of the
data is completed, the data processing circuit 122_0 returns a
completion response to the NAND flash command sequencer
123_0.

In the write operation according to the embodiment, the
command processing circuit 113 retrieves a write command
queued in the command queue receiving circuit 112. The
command processing circuit 113 then, for example, issues the
command to the NAND flash command sequencer 123_0 to
activate the NAND flash command sequencer 123_0 as an
arbitrary channel. Subsequently, the NAND flash command
sequencer 123_0 controls the writing of data to the NAND-
type flash memory 20 via the memory interface 110. At this
time, the NAND flash command sequencer 123_0 requests
the data processing circuit 122_0 to transfer the data from the
DRAM 102. The data processing circuit 122_0 then receives
the target data to be written via the data flow control circuit
105. The data processing circuit 122_0 then writes the
received data to the NAND-type flash memory 20 via the
memory interface 110. After the reception and the writing of
the data are completed, the data processing circuit 122_0
returns a completion response to the NAND flash command
sequencer 123_0. Subsequently, the NAND flash command
sequencer 123_0 transfers a completion notification and
information required for updating the table to the table man-
agement circuit 114. This causes the table management cir-
cuit 114 to update data on the DRAM 102. Subsequently, the
table management circuit 114 issues completion information
and status information to the response queue 111. The CPU
101 then determines whether the write operation is normally
completed with reference to the information. There are opera-
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tions relating to other management tables and table update
processing in an actual operation. However, because the con-
ventional technique may be used for the operations, the
description thereof is omitted.

In the embodiment, as described above, the NAND-type
flash memory 20 is configured in a plurality of channels.

In the data storage device 1 according to the embodiment,
when a read process is performed on the NAND-type flash
memory 20, any one of the NAND flash controllers 109_0 to
109_rissues aread command in accordance with the status of
a target channel to be controlled. In this manner, the reading
described above is performed in an arbitrary channel.

On the contrary, in the data storage device 1 according to
the embodiment, when write processes are performed on the
NAND-type flash memory 20, all of the NAND flash control-
lers 109_0to 109_z are synchronized with each other to issue
write commands simultaneously. In this manner, the writing
described above is performed in all of the channels.

To achieve such synchronization, the timing controller 108
controls the timing for synchronizing the write processes
performed by the NAND flash controllers 109_0 to 109_r.

In this manner, in the data storage device 1 according to the
embodiment, multi-channel access and single-channel access
are performed depending on the types of the commands. The
configuration for performing the command control will now
be described.

FIG. 2 is an exemplary view of the timing controller 108
and the internal configuration of the channel queue process-
ing circuits 121_0to 121_z used for issuing a command to the
flash memory 20.

The channel queue processing circuit 121_0 comprises an
issuing order determination circuit 251_0, a single read queue
252_0, auser multi-queue 253_0, an A read queue 254_0,a B
multi-queue 255_0, and a selector 256_0. The channel queue
processing circuits 121_1 to 121_» have the same configura-
tion as that of the channel queue processing circuit 121_0.

The single read queue 252_0 is a queue that holds a read
command to the NAND-type flash memory 20, and com-
prises Entry of 0 to m stages that enables efficient processing
even if read access to the same channel coincides with each
other. Furthermore, the single read queue 252_0 is a queue
that holds a read command for reading user data.

In the embodiment, when at least one read command is
stored in the single read queue 252_0 included in the channel
queue processing circuit 121_0, the read command is ready to
be issued. When the read command is issued to the NAND
flash command sequencer 123_0, the queue for one Entry
becomes vacant in the single read queue 252_0. This allows
the next command to be received from the command process-
ing circuit 113. The number of stages of the queues included
in the single read queue 252_0 can be changed depending on
required performance.

The user multi-queue 253_0 is a queue that retains a write
command for user data to the NAND-type flash memory 20,
and comprises Entry that can store therein contexts of stages
(four stages in the embodiment) required for performing the
writing in logical page units.

In the embodiment, the NAND-type flash memory 20 in
which one logical page is 8 KB is used. In the embodiment,
two clusters are equivalent to one page. When performing a
multi-page write (also referred to as a “multi-plane write”),
the channel queue processing circuit 121_0 according to the
embodiment does not issue a write command to the NAND
flash command sequencer 123_0 until commands of four
clusters (Contexts 0-3) are stored in the user multi-queue
253_0. In other words, in the embodiment, when commands
of four clusters are stored in the user multi-queue 253_(i) (i=1
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to n) in each of the channels, the channels are synchronized
with each other and the writing control is performed.

When all of the contexts of four rows are filled with write
commands, the user multi-queue 253_0 outputs a
ChOUMQFull=“H” signal to an inter-channel synchroniza-
tion status check circuit 201. By confirming whether a Ch(i)
UMQFull="H" signal is received from each of the channels
(i=0 to n), the inter-channel synchronization status check
circuit 201 included in the timing controller 108 can check
whether all of the contexts of the user multi-queue 253_(7) in
each of the channels are filled with the write commands.

The A read queue 254_0 is a queue that holds a read
command issued in the data storage device 1 to perform
compaction or the like, and comprises Entry of O to m stages.

The B multi-queue 255_0 is a queue that holds a write
command issued in the data storage device 1 to perform
compaction or the like, and comprises Entry that can store
therein contexts of four stages.

The channel queue processing circuits 121_0 to 121_»
issue the commands to the NAND flash command sequencers
123_0to 123_»n based on the commands stored in each of the
queues. When each of the queues becomes vacant by issuing
the commands, the command processing circuit 113 supplies
the next command to the vacant queue.

The single read queue 252_(i), the user multi-queue
253_(i), the A read queue 254_(i), and the B multi-queue
255_(7) (i=0 to n) are provided to each of the channel queue
processing circuits 121_0 to 121_z in each of the channels.

The embodiment is one example of the configuration ofthe
queues provided in the channel queue processing circuit
121_0, but the configuration is not limited thereby.

The issuing order determination circuit 251_0 determines
which command to issue among the commands stored in the
single read queue 252_0, the user multi-queue 253_0, the A
read queue 254_0, and the B multi-queue 255_0.

FIG. 3 is an exemplary view illustrating priority order of
the commands issued in the issuing order determination cir-
cuit 251_0. As illustrated in FIG. 3, when the commands in
the queues are ready to be issued, the issuing order determi-
nation circuit 251_0 issues the commands stored in the
queues in order of the B multi-queue 255_0, the A read queue
254_0, and the single read queue 252_0 and the user multi-
queue 253_0.

When a read command for a data piece with respect to the
flash memory 20 is stored in the single read queue 252_0 in
the channel 0, and until write commands are held in all of the
contexts in the user multi-queue 253_(7) (i=1 ton) in all of the
channels, the channels are synchronized with each other, and
until processes of the write commands become ready to be
performed, the issuing order determination circuit 251_0
controls the selector 256_0 such that a read process for the
data piece based on the read command is performed prior to
the processes of the write commands.

When the write commands are held in all of the contexts in
the user multi-queue 253_(7) (itis to be noted that, i represents
1 to n) in all of the channels, the channels are synchronized
with each other, and the processes of the write commands
become ready to be performed, that is, when a
UsrWriteGo="H" signal is received from the inter-channel
synchronization status check circuit 201, the issuing order
determination circuit 251_0 performs the write processes for
the data pieces based on the write commands stored in the
user multi-queue 253_0 in the channel 0 by using the opera-
tional timing at which the signal is received as a trigger. By
using the timing as a trigger to execute the write commands,
the write processing can be performed with the write com-
mands in each of the channels synchronized with each other.
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When the queued write commands are ready to be issued in
all of the channels, and when a read command is ready to be
issued in an arbitrary channel, the timing controller 108
according to the embodiment determines the priority order of
the commands for issuance of the command. In this manner,
the read command can be prevented from waiting to be issued
for a long time, whereby the performance in the issue of the
read command can be enhanced.

The selector 256_0 selects the queue for issuing the com-
mand out of the single read queue 252_0, the user multi-
queue 253_0, the A read queue 254_0, and the B multi-queue
255_0 based on the control performed by the issuing order
determination circuit 251_0. In accordance with the selec-
tion, the command stored in the queue is output to the NAND
flash command sequencer 123_0.

FIG. 4 is an exemplary view of a parallel configuration of
NAND flash controllers 109_0 to 109_z in the data storage
device 1 according to the embodiment.

In the data storage device 1 according to the embodiment,
when the channels are synchronized with each other and the
write processes are performed, a code used for detecting and
correcting an error is generated based on each of the data
pieces in each of the channels, and the code for correcting an
error is written to the NAND-type flash memory 20. When the
data is read, the code for correcting an error is also read to
perform detection and correction of an error on the read data.

To realize the function described above, the NAND flash
controllers 109_0 to 109_(n-1) write user data requested
from the CPU 101 while the write control is performed.

The NAND flash controller 109_» comprises an error cor-
rection code generating module 301, and writes the code for
correcting an error generated by the error correction code
generating module 301 to a Syndrome storage module of the
flash memory 20. The embodiment is only an example in
which the generation and the writing of the error correction
code are performed by the NAND flash controller 109_z.
Thus, the generation and the writing may also be performed in
other configurations.

When the processes based on the write commands syn-
chronized with each other among the channel 0 to the channel
n-1 are performed, the error correction code generating mod-
ule 301 generates error correction codes for detecting and
correcting errors of the data pieces written in the channel 0 to
the channel n—-1 based on the data pieces to be written in the
channel 0 to the channel n-1.

In the data storage device 1 that synchronizes the channels
to correct errors, the NAND flash command sequencer
123_(i) (i=1 to n) has to issue the command to the NAND-
type flash memory 20 in all of the channels regularly during
the writing. Therefore, in the embodiment, the commands are
issued simultaneously in the channels.

For example, given n=6, one channel among the six chan-
nels is configured to be an encoded data storage memory. The
NAND flash controller 109_(i) (i=0 to 4) of five channels
issues four commands to the NAND flash command
sequencer 123_(i), respectively. The error correction code
generating module 301 then generates the codes for correct-
ing errors by Syndrome calculation or the like from the target
data to be written by 20 commands (4x5 channels).

The method for determining the priority order of the read
command and the write commands to be issued according to
the embodiment will now be described.

The commands are executed by the NAND flash controller
109_(7) (i=0to n) in each of the channels in a parallel manner
as illustrated in FIG. 4. The execution order of the commands
between the channels is not guaranteed. In each of the chan-
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nels, a multi-page write is performed by the write command,
and a cluster read is performed by the read command.

As described above, until the write commands are stored in
all of the contexts in the user multi-queue 253_(i) (i=0to n),
and the multi-page write is ready to be performed, the read
command is executed preferentially. Therefore, the execution
order of the commands is not guaranteed. With reference to
FIG. 2, even if the commands are queued in order of Write
context 0, Write context 1, and Read context 0 in the channel
0, for example, because all of the contexts in the user multi-
queue 253_0 are not filled, the read command is executed
prior to the write commands.

If the channels are synchronized with each other by using
the conventional technology, at the time when four write
commands are queued in the user multi-queue 253_(i) in each
of the channels to fill Entry, the write commands in that
channel are provided with high priority. However, because all
of the channels need to be synchronized with each other for
the write commands to be issued, even if Entry is filled in one
of the channels, the write commands are not issued until
Entries in all of the channels are filled. As aresult, when a read
command is queued before Entries in all of the channels are
filled, the read command which is ready to be issued has to
wait for a long time.

To address this, in the embodiment, the timing at which
each of the commands is provided with high priority is
adjusted in the timing controller 108 illustrated in FIG. 2.

The timing controller 108 illustrated in FIG. 2 comprises
the inter-channel synchronization status check circuit 201
and a command ready control circuit 202.

The inter-channel synchronization status check circuit 201
can check whether all of the contexts of the user multi-queue
253_(7) in all of the channels are filled with the write com-
mands based on a Ch(i)UMQFull signal received from the
user multi-queue 253_(7) (i=1 to n) in each of the channels.
The Ch(1))UMQFull signal is a signal indicating that Entry of
each of the channels is filled.

When confirming that Entry of the user multi-queue
253_(7) in all of the channels is filled, the inter-channel syn-
chronization status check circuit 201 outputs a
UsrWriteGo="H" signal to the issuing order determination
circuit 251_(7) in each of the channels.

When receiving the UsrWriteGo="H" signal, the issuing
order determination circuit 251_(7) of the channel queue pro-
cessing circuit 121_(7) in each of the channels recognizes that
Entries in all of the channels are filled with the write com-
mands. The issuing order determination circuit 251_(7) then
determines which command to issue based on the recogni-
tion. This determination is made for preventing the following
problem: if the write commands are given high priority
unconditionally at the time when Entries in all of the channels
are filled with the write commands, the read command cannot
be issued in the case where Entries are kept filled with the
write commands.

In the data storage device 1 according to the embodiment,
when Entries in all of the channels are filled with the write
commands, and when a read command is stored in Entry in an
arbitrary channel, the issuing order determination circuit
251_(7) (=1 to n) in each of the channels alternatively
switches the priority order between the single read queue
252_(7) and the user multi-queue 253_(1) using a round-
robin. That is to say, the priority order is switched when both
of'the read command and the write commands are ready to be
issued. In this manner, the read command can be prevented
from waiting to be issued for a longtime during the reception
of the write commands.
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After the single read queue 252_(7) is given higher priority,
when the channel queue processing circuit 121_(7) in each of
the channels receives a Ch(i)CmdReady signal from the
NAND flash command sequencer 123_(i) to recognize that
the command is ready to be issued, the issuing order deter-
mination circuit 251_(7) controls the selector 256_(i) such
that the read command is issued. When a (single) read (SR)
command is issued, the issuing order determination circuit
251_(7) then sets the user multi-queue 253_(i) to be given
higher priority so as to execute the write commands prefer-
entially.

When the user multi-queue 253_(i) is provided with higher
priority, after the channel queue processing circuit 121_(7) in
each of the channels receives the UsrWriteGo signal from the
inter-channel synchronization status check circuit 201 to rec-
ognize that Entries of the user multi-queues 253_0t0 253 _»in
all of the channels are filled, the is suing order determination
circuit 251_(7) synchronizes all of the channels using an AlIC-
mdReady signal, and then controls the selector 256_(7) such
that the write commands are issued.

FIG. 5 is an exemplary diagram for explaining switching of
the priorities of the queues in each of the channels when both
of'the read command and the write commands are ready to be
issued. When the data storage device 1 performs reset cancel
of the hardware, the issuing order determination circuit
251_(7) gives higher priority to the user multi-queue 253_()
as a default value.

As illustrated in FIG. 5, in the channel queue processing
circuit 121_(¥) (i=1 to n) in each of the channels, when the
user multi-queue (UMQ) 253_(i) is provided with higher
priority, the issuing order determination circuit 251_(7) gives
higher priority to the single read queue (SRQ) 252_(i) after
the write commands are issued.

Alternatively, when the single read queue (SRQ) 252_(i) is
provided with higher priority, the issuing order determination
circuit 251_(7) gives higher priority to the user multi-queue
(UMQ) 253_(i) after the read command is issued.

In this manner, the priority order of the user multi-queue
253_(7) and the single read queue 252_(i) are switched every
time the NAND flash command sequencer 123_(i) issues the
command.

When the command ready control circuit 202 receives the
Ch(i)CmdReady signal from all of the NAND flash command
sequencers 123_0 to 123_» to recognize that the commands
are ready to be issued, the command ready control circuit 202
outputs the AllCmdReady signals to all of the channels to
notify that the commands are ready to be issued in all of the
channels (AllCmdReady="H”). In this manner, the write
commands are issued in synchronization in all of the chan-
nels.

The read and write processing performed in the NAND
flash controllers 109_0 to 109_z of the data storage device 1
according to the embodiment will now be described. FIG. 6 is
an exemplary flowchart illustrating the processing described
above in the NAND flash controllers 109_0 to 109_7 accord-
ing to the embodiment.

As illustrated in FIG. 6, the processing for the reading and
the writing is managed by a number of stages. As illustrated in
FIG. 6, the processing is composed of a first stage 651, a
second stage 652, and a third stage 653. The processing in the
stages is performed in accordance with the clock cycle of the
CPU 101. In other words, in accordance with the clock cycle
of'the CPU 101, the processing is performed in the first stage
651, the second stage 652, and the third stage 653 in this
order, and the system control is returned to the first stage 651.
In this manner, the processing in each of the stages is per-
formed repeatedly in order of the stages in accordance with

20

25

30

40

45

50

10

the clock cycle (in order of the first stage 651, the second stage
652, the third stage 653, the first stage 651, the second stage
652, the third stage 653, and the first stage 651). In the first
stage 651, the priority order for determining the command to
be executed in each of the channels is determined. In the
second stage 652, all of the channels are synchronized with
each other. In the third stage 653, the commands are practi-
cally issued to the sequencer. The processing in each of the
stages will now be described.

At first, before execution of the processing in each of the
stages, the issuing order determination circuit 251_(7) in the
NAND flash controller 109_(i) (i=0 to n) provides higher
priority to the user multi-queue (UMQ) 253_(i) as the default
value (S601).

Next, as for the first processing in the first stage 651, the
channel queue processing circuit 121_(7) (i=0 to n) in each of
the channels determines whether the Ch(i)CmdReady
signal=“H” is received from the NAND flash command
sequencer 123_(7) (S602). If the Ch(i)CmdReady signal=“H”
is not received, that is, if the AllCmdReady signal="“1" is
received (No at S602), the subsequent processing (processing
in the second stage 652 and the third stage 653) is not per-
formed in the channel, and the system control is returned to
S602.

On the contrary, if the Ch(i)CmdReady signal="H” is
received (Yes at S602), the processing is changed depending
on whether a read command is held in the single read queue
252_(7) in the channel (S603). If the read command is not
stored in the single read queue 252_(i) (No at S603), the
processing is switched depending on whether Entry of the
user multi-queue 253_() is filled (S604). If Entry of the user
multi-queue 253 _(7) is not filled (No at S604), the subsequent
processing (processing in the second stage 652 and the third
stage 653) is not performed, and the system control is
returned to S602. If Entry of the user multi-queue 253_(i) is
filled (Yes at S604), the user multi-queue 253 _(7) outputs the
Ch(1))UMQFull="H" signal to the inter-channel synchroniza-
tion status check circuit 201, and the system control goes to
the processing at S610 in the second stage 652.

At S603, if a read command is stored in the single read
queue 252_(i) (Yes at S603), the processing is switched
depending on whether Entry of the user multi-queue 253_()
is filled (S605). If Entry of the user multi-queue 253_(7) is not
filled (NO at S605), the system control goes to S607 in the
second stage 652. If Entry of the user multi-queue 253_(i) is
filled (Yes at S605), the user multi-queue 253 _(7) outputs the
Ch(1))UMQFull="H" signal to the inter-channel synchroniza-
tion status check circuit 201. In this state, because both of the
write commands and the read command are stored in the
channel, it is necessary to determine which command to give
higher priority. Therefore, the issuing order determination
circuit 251_(7) in each of the channels determines whether the
user multi-queue (UMQ) 253_(i) is to be provided with
higher priority (S606). If the issuing order determination
circuit 251_(7) determines that the user multi-queue (UMQ)
253_(i) is provided with higher priority (Yes at S606), the
system control goes to the processing at S610 in the second
stage 652. On the contrary, if the issuing order determination
circuit 251_(7) determines that the user multi-queue (UMQ)
253_(7) is not provided with higher priority, that is, deter-
mines that the single read queue 252_(i) is provided with
higher priority (No at S606), the system control goes to S607
in the second stage.

Next, in accordance with the clock cycle of the CPU 101,
the processing in the second stage 652 is performed. If Entry
of'the user multi-queue 253_(7) is filled at S604 (Yes at S604),
or if the user multi-queue (UMQ) 253_(7) is determined to be
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higher in priority at S606 (Yes at S606), by determining
whether the UserWriteGo signal="H” is received, the issuing
order determination circuit 252_(7) in each of the channels
determines whether Entries of the user multi-queues (UMQ)
253_1 to 253_» in all of the channels are filled (S610). If the
issuing order determination circuit 252_(7) determines that
Entries of the user multi-queues (UMQ)253_1t0253_rinall
of'the channels are not filled (No at S610), the system control
is returned to S602 without performing the processing in the
third stage. In this manner, if Entries of the user multi-queues
(UMQ)253_110253_n in all of the channels are not filled, the
system control is returned to S602 in the first stage 651 to
repeat the processing. Therefore, if there is a channel that
receives a read command while Entries of the user multi-
queues (UMQ) 253_1 to 253_z are not filled, the read com-
mand can be issued in that channel.

On the contrary, if the issuing order determination circuit
252_(7) in each of the channels determines that Entries of the
user multi-queues (UMQ) 253_1 to 253_z in all of the chan-
nels are filled by receiving the UserWriteGo signal="H" (Yes
at S610), the issuing order determination circuit 252_(7)
determines whether the AllCmdReady signal=“H” is
received from the command ready control circuit 202 (S611).
Ifthe AllCmdReady signal="H" is not received (No at S611),
the system control is returned to S602 in the first stage 651
without performing the processing in the third stage. If the
AllCmdReady signal="H" is received (Yes at S611), the sys-
tem control goes to S612 in the third stage 653.

In the first stage 651, if Entry of the user multi-queue
253_(i) is not filled at S605 (No at S605), or if the user
multi-queue (UMQ) 253_(i) is determined to be lower in
priority at S606 (No at S606), wait processing is performed in
the channel in accordance with the clock cycle of the CPU
101 in the second stage 652 (S607).

In the second stage 652, if the issuing order determination
circuit 252_(7) in each of the channels receives the AllCm-
dReady signal="H” (Yes at S611), the issuing order determi-
nation circuits 251_0 to 251_r in all of the channels control
the selector 256_(7) corresponding thereto such that the user
multi-queue 253_(7) issues the commands in the third stage
653. In this manner, the NAND flash command sequencers
123_0 to 123_» in all of the channels perform the write
processes based on the write commands with all of the chan-
nels synchronized with each other (S612). Subsequently, the
issuing order determination circuits 251_0 to 251_z in all of
the channels provides higher priority to the single read queue
252_(i) (i=0 to n) (S613).

If the wait processing is performed in accordance with the
clock cycle of the CPU 101 in the second stage 652 (S607),
the NAND flash command sequencer 123_(7) performs the
read processes based on the read command in the third stage
653 (S608). Subsequently, the issuing order determination
circuit 251_() in the channel provides higher priority to the
user multi-queue (UMQ) 253_(7) in the channel (S609).

After the processing in the third stage 653, if the processes
of the commands in all of the queues is not completed in the
NAND flash controller 109_(7) (i=0 to n) in all of the channels
(NoatS614), the system control is returned to S602 in the first
stage 651. If the processes of the commands in all of the
queues is completed (Yes at S614), the whole processing is
ended.

In the embodiment, the processes are managed in the
stages. However, the embodiment is not limited thereto, and
the processes may be managed by other methods as long as
the read command is issued if the read command is received
before the user multi-queue (UMQ) 253 is filled, and when
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the read command and the write commands are ready to be
issued, it is determined by a round-robin which command to
issue.

In the embodiment, the switching of priority order, the
write processes, and the read process are performed by the
processing described above.

FIG. 7 is an exemplary view illustrating issuing timings of
the commands in accordance with the switching of the prior-
ity order in each of the channels according to the first embodi-
ment.

(1) The user multi-queue 253_(i) (i=1 to n) issues write
commands (UW) for user data to the NAND flash command
sequencer 123_(i), whereby the single read queue 252_(i) is
provided with higher priority. At this time, a writing operation
is being performed on the NAND-type flash memory 20.

(2) In this state, even if write commands for new user data
is supplied and all Entries in all channels are filled, the ALLC-
mdReady signal that is alogical AND of the Ch(i)CmdReady
in all of the channels becomes “H” (the commands inall of the
channels are completed) and the issuance of the write com-
mands for the user data is waited until the write commands
become able to be issued.

(3) Here, the single read queue 252_(i) is provided with
higher priority and a read command can be executed indepen-
dently in each of the channels in (1). Therefore, when a read
command is stored in the single read queue 252_(i) of the
channel queue processing circuit 121_(7), the issuing order
determination circuit 251_(7) controls the single read com-
mand to be issued at an operational timing at which the
preparation for issuing the command is completed in each of
the channels (operational timing at which the Ch(i)
CmdReady="H" is received), that is, an operational timing at
which the write processes in the channel is completed.

(4) Because the single read queue 252_(7) is provided with
higher priority in each of the channels, the issuing order
determination circuit 251_(7) can control the single read com-
mand to be issued at least once in each of the channels. Every
time the read command is issued in each of the channels, the
user multi-queue 253_(7) in the channel is provided with
higher priority. At the time when the single read commands
are issued up to a number of n channels, the user multi-queue
253_(7) in all of the channels is provided with higher priority.
When the reading in all of the channels is completed, the
AllCmdReady signal output from the command ready control
circuit 202 becomes “H”. At the operational timing of the
reception of the AllCmdReady signal="H”, the issuing order
determination circuit 251_(7) in all of the channels controls
the write commands for the user data to be issued.

If the read command stops to be supplied in each of the
channels and the reading in all of the channels is completed
before the read commands are issued in all of the channels, the
AllCmdReady signal output from the command ready control
circuit 202 becomes “H”. In this case, at the operational
timing of the reception of the AllCmdReady signal=“H”, the
issuing order determination circuit 251_(¥) in all of the chan-
nels provides higher priority to the user multi-queue 253_(7),
and issues the write commands for the user data.

In the embodiment, the write commands in all of the chan-
nels are executed simultaneously to be synchronized with
each other. However, the embodiment is not limited thereto.
In a data storage device that permits issue of a write command
every time the write command is supplied, the issued write
command in each of the channels and data to be written may
be cached temporarily in a static RAM (SRAM) or the like.
Then, at the time when the write commands and the data in all
of'the channels are accumulated, an error correction code may
be generated. In this manner, even if the commands are not
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executed simultaneously, it is sufficient that synchronization
control is performed so as to synchronize the write commands
and the data in all of the channels.

In the data storage device 1 according to the embodiment,
the priority order of the queued commands to be issued is
determined by the round-robin. In this manner, the read pro-
cesses and the write processes can be performed evenly each
without waiting for a long time.

In the data storage device 1 according to the embodiment,
when the write commands are ready to be issued in all of the
channels and a read command is ready to be issued in an
arbitrary channel, the priority order is switched using the
round-robin, thereby preventing the read command from
being waited for issuance for a long time, and enhancing the
performance in the issuance of the read command.

In the first embodiment, as illustrated in FIG. 7, when the
single read command is supplied in each of the channels
sequentially, the single read queue 252_(7) (i=1 to n) is kept
higher in priority, resulting in the delay in the operational
timing for giving higher priority to the user multi-queue
253_(i). Therefore, in a second embodiment, an example in
which the operational timing for giving higher priority to the
user multi-queue 253_(¥) is changed is explained.

FIG. 8 is an exemplary view of the configuration of a
timing controller 801 and channel queue processing circuits
821_0 to 821_r according to the second embodiment. The
data storage device 1 according to the second embodiment
has the same configuration as that of the first embodiment
except that the timing control circuit 108 and the channel
queue processing circuits 121_0 to 121_» according to the
first embodiment are replaced with the timing controller 801
and the channel queue processing circuits 821_0 to 821_n,
respectively. Therefore, the description thereof will be omit-
ted.

Compared with the channel queue processing circuit
121_0 according to the first embodiment, in the channel
queue processing circuit 821_0, the issuing order determina-
tion circuit 251_0 is replaced with an issuing order determi-
nation circuit 851_0 that performs processing different there-
from.

The issuing order determination circuit 851_0 not only
performs the same processing as that of the issuing order
determination circuit 251_0 according to the first embodi-
ment, but also, when a UsrWriteGo="H" signal is received,
and a read command is issued from the single read queue
252_(i), notifies the fact to a special issue control circuit 810
by a Ch(i)UMWSRIssue signal.

Compared with the timing control circuit 108 according to
the first embodiment, the timing control circuit 801 has a
configuration in which the special issue control circuit 810 is
added.

When a read command is issued in an arbitrary channel
among all of the channels (that is, when the fact is received
from the issuing order determination circuit 851_(7) by the
Ch(i)UMWSRIssue), the special issue control circuit 810
according to the second embodiment provides higher priority
to the user multi-queue 253_(7) in all of the channels.

FIG.9is an exemplary view for explaining switching of the
priorities of the queues in each of the channels according to
the second embodiment. When the data storage device 1
performs reset cancel of the hardware, the issuing order deter-
mination circuit 851_(7) provides higher priority to the user
multi-queue 253_(7) as a default value.

As illustrated in FIG. 9, in the channel queue processing
circuit 821_(¥) (i=1 to n) in each of the channels, when the
user multi-queue (UMQ) 253_(i) is provided with higher
priority, the issuing order determination circuit 851_(7) pro-

10

15

20

25

30

35

40

45

50

55

60

65

14
vides higher priority to the single read queue (SRQ) 252_()
after the write commands are issued.

Alternatively, when the single read queue (SRQ) 252_(i) is
provided with higher priority, the issuing order determination
circuit 851_(7) provides higher priority to the user multi-
queue (UMQ) 253_(i) after the read command is issued.

Furthermore, in the case where the single read queue
(SRQ) 252_(i) is provided with higher priority, when the
write commands are ready to be issued in all of the channels,
and a read command is executed in an arbitrary channel, the
issuing order determination circuits 851_0 to 851_z in all of
the channels provide higher priority to the user multi-queues
253_0 to 253_n, respectively.

In other words, when the UsrWriteGO signal is received
from the inter-channel synchronization status check circuit
201, and the read command is issued from the single read
queue 252_(i), the issuing order determination circuit 851_(7)
in an arbitrary channel notifies the fact to the special issue
control circuit 810 by the Ch(i)UMWSRIssue. The special
issue control circuit 810 having received the notification then
notifies all of the channels to provide higher priority to the
user multi-queue 253_(7) by a UMWPriorityH signal. In this
manner, in all of the channels, the user multi-queues 253_0 to
253_n are provided with higher priority.

As described above, in the second embodiment, one tran-
sition condition to provide higher priority to the user multi-
queue 253_(i) is added. In the data storage device 1 according
to the second embodiment, when the added transition condi-
tion is satisfied, the user multi-queues 253_0 to 253 _rinall of
the channels are provided with higher priority. Therefore, as
soon as the issue of the command is ready, the write com-
mands are issued immediately. In other words, even if a read
command is ready to be issued, the read command is not
issued because the user multi-queues 253_0 to 253_n are
provided with higher priority.

The read process and write processes performed in the
NAND flash controllers 109_0 to 109_z of the data storage
device 1 according to the second embodiment will now be
described. FIG. 10 is an exemplary flowchart illustrating the
process of the processing described above in the NAND flash
controllers 109_0 to 109_» according to the embodiment.

In the second embodiment, the same processing as that of
the processing illustrated in FIG. 6 of the first embodiment
with the exception of S609 (S601 to S608, and S610to S614)
is performed (51001 to S1008, and S1010 to S1014).

After the read process based on a read command is per-
formed in an arbitrary channel (i) at S1008, instead of the
processing at S609 of the first embodiment, the issuing order
determination circuit 851_(7) notifies the special issue control
circuit 810 that the read command is issued by the Ch(i)
UMWSRIssue signal. This causes the special issue control
circuit 810 to notify all of the channels to provide higher
priority to the user multi-queue 253_(i) by the UMWPriori-
tyH signal. In this manner, in all of the channels, the user
multi-queues 253_0 to 253_» are provided with higher prior-
ity (S1009).

In a first stage 1051, a second stage 1052, and a third stage
1053 of the second embodiment, the processing is performed
in accordance with the clock cycle of the CPU 101 in the same
manner as that in the first stage 651, the second stage 652, and
the third stage 653 of the first embodiment.

In the embodiment, the switching of the priority order, the
write processes, and the read process are performed by the
processing described above.

FIG. 11 is anexemplary view illustrating issuing timings of
the commands in accordance with the switching of the prior-
ity order in each of the channels according to the second
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embodiment. In the example illustrated in FIG. 11, each
single read command is supplied at the same operational
timings as those in the example illustrated in FIG. 7.

(1) The user multi-queue 253_(i) issues write commands
(UW) for user data to the NAND flash command sequencer
123_(i), whereby the single read queue 252_(i) (i=1 to n) is
provided with higher priority. At this time, write processes are
performed on the NAND-type flash memory 20.

(2) In this state, even if write commands for new user data
are supplied and all Entries in all channels are filled, the
ALLCmdReady signal that is a logical AND of the Ch(i)
CmdReady in all of the channels becomes “H” (the com-
mands in all of the channels are completed) and issuance of
the write commands for the user data is waited until the write
commands become ready for issuance.

(3) Here, the single read queue 252_(i) is provided with
higher priority, and a read command can be executed inde-
pendently in each of the channels in (1). Therefore, when a
read command is stored in the single read queue 252_(i) of the
channel queue processing circuit 821_(i), the read command
can be executed independently in each of the channels.
Accordingly, at an operational timing at which the prepara-
tion for issuing the command is completed in each of the
channels (operational timing at which the Ch()
CmdReady="H" is received), that is, an operational timing at
which the write processes in the channel is completed, the
issuing order determination circuit 851_(7) controls a single
read command to be issued because the single read queue
252_(i) is provided with higher priority.

(4) In the case where the single read command is issued in
(3), if the UserWriteGo signal is supplied to the issuing order
determination circuit 851_(i) having controlled the issue, the
issuing order determination circuit 851_(7) outputs the Ch(i)
UMWSRIssue signal to the special issue control circuit 810.

(5) Because the special issue control circuit 810 is logically
ORed with the Ch(i)UMWSRIssue in all of the channels, the
special issue control circuit 810 outputs a signal for providing
higher priority to the wuser multi-queue 253_(i)
(UMWPriorityH="H") in all of the channels when the Ch(i)
UMWSRIssue is received from at least one channel.

(6) In all of the channels that receive the signal for provid-
ing higher priority to the user multi-queue 253_(i)
(UMWPriorityH="H"), the user multi-queues 253_0 to
253_n are provided with higher priority. In this case, even if a
read command is supplied to each of the channels, the read
command is not issued. At an operational timing at which the
issuing order determination circuits 851_0 to 851_z in all of
the channels receive the ALL.CmdReady="H", the write com-
mands are issued with all of the channels synchronized with
each other.

In this manner, in the second embodiment, if the write
commands are ready to be issued in all of the channels, a read
command is permitted to be issued in an arbitrary channel
only once, and then the user multi-queues 253_0 to 253_» in
all of the channels are made higher in priority forcibly. This
makes it possible to issue the write commands quickly com-
pared with the first embodiment.

The write processes on a typical NAND-type flash
memory, which is considered to be in the order of several ms,
requires more processing time than the read process. There-
fore, by causing the write processes to wait, the performance
in the entire system is influenced significantly. If the write
commands are issued preferentially at the time when the write
commands are ready to be issued, it is possible to enhance the
performance in the entire system.

In other words, in the second embodiment, even if the read
commands continue to be supplied sequentially, the write
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commands are issued preferentially by the control described
above, whereby the write commands are prevented from
being waited for issuance for a long time. Accordingly, the
performance in the entire data storage device 1 according to
the second embodiment can be enhanced.

As described above, according to the first and the second
embodiments, the memory controller chip 100 of the data
storage device 1 issues the read command preferentially until
the write commands in all of the channels are ready to be
issued. This can prevent the issuance of the read command
waited for a long time, thereby enhancing the performance in
the issue of the read command.

Furthermore, according to the first and the second embodi-
ments, when both the issuance of the write commands in the
multi-channel access and the issuance of the read command
in the single channel access are ready, the memory controller
chip 100 of the data storage device 1 specifies commands to
be preferentially issued from between the read command and
the write commands, alternatively, by using the round-robin.
This can prevent the issuance of the read command to be
waited for a long time, thereby enhancing the performance in
the issue of the read command. In the same manner, the
issuance of the write commands can be prevented from being
waited for a long time, whereby the performance in the issu-
ance of the write commands can be enhanced.

Moreover, the various modules of the systems described
herein can be implemented as software applications, hard-
ware and/or software modules, or components on one or more
computers, such as servers. While the various modules are
illustrated separately, they may share some or all of the same
underlying logic or code.

While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the inventions.
Indeed, the novel embodiments described herein may be
embodied in a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the inventions. The accompanying
claims and their equivalents are intended to cover such forms
or modifications as would fall within the scope and spirit of
the inventions.

What is claimed is:

1. A memory system comprising:

a nonvolatile memory including a plurality of memory

areas, the plurality of memory areas being connected to
a plurality of channels; and
a controller controlling the nonvolatile memory, wherein
the controller is configured to:
in response to a reading from any one of the plurality of
memory areas being completed,
when a first processing and a second processing are
ready to be performed, the first processing being a
parallel writing to the plurality of memory areas,
the second processing being a reading from any one
of the plurality of memory areas,
give higher priority to the first processing over the
second processing as a next command to be
executed; and
in response to a parallel writing to the plurality of
memory areas being completed,
when the first processing and the second processing
are ready to be performed,
give higher priority to the second processing over the
first processing as a next command to be executed,
wherein, in a case that the first processing and the second
processing are ready to be performed, the controller
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alternately performs the first processing and the second
processing one after the other.
2. The memory system according to claim 1, wherein
the controller is configured to generate error correction
codes based on data to be written to the plurality of
memory areas, and write the generated error correction
codes to one memory area among the plurality of
memory areas, when the parallel writing is performed.
3. A method for controlling a nonvolatile memory, the
nonvolatile memory including a plurality of memory areas,
the plurality of memory areas being connected to a plurality
of channels, the method comprising:
in response to a reading from any one of the plurality of
memory areas being completed,
when a first processing and a second processing are
ready to be performed, the first processing being a
parallel writing to the plurality of memory areas, the
second processing being a reading from any one of the
plurality of memory areas,
giving higher priority to the first processing over the
second processing as a next command to be executed;
and
in response to a parallel writing to the plurality of memory
areas being completed,
when the first processing and the second processing are
ready to be performed,
giving higher priority to the second processing over the
first processing as a next command to be executed,
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wherein, in a case that the first processing and the second
processing are ready to be performed, alternately per-
forming the first processing and the second processing
one after the other.

4. The method according to claim 3, further comprising
generating error correction codes based on data to be written
to the plurality of memory areas, and writing the generated
error correction codes to one memory area among the plural-
ity of memory areas, when the parallel writing is performed.

5. A memory system comprising:

a memory including a plurality of memory areas; and

a controller controlling the memory, wherein

the controller is configured to:

in a case that a read process from any one of the plurality
of memory areas is completed, and when a next read
process and a next parallel write process are ready,
perform the next parallel write process to the plurality
of memory areas before the next read process; and
in a case that a parallel write process is completed, and
when the next read process and next parallel write
process are ready,
perform the next read process before the next parallel
write process,
wherein, in a case that the parallel write process and the
read process are ready to be performed, the controller
alternately performs the parallel write process and the
read process one after the other.
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